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Abstract

We propose an AI-based pilot trainer to help students learn
how to fly aircraft. First, an AI agent uses behavioral cloning
to learn flying maneuvers from qualified flight instructors.
Later, the system uses the agent’s decisions to detect errors
made by students and provide feedback to help students cor-
rect their errors. This paper presents an instantiation of the
pilot trainer. We focus on teaching straight and level flying
maneuvers by automatically providing formative feedback to
the human student.

There is a critical shortage of commercial pilots world-
wide: according to Oliver Wyman (2022), there will be a
global gap of 34,000 pilots by 2025. Part of the problem
is that pilots qualified to conduct such training are in very
high demand and in short supply. Currently, human instruc-
tors guide trainees using flight simulator exercises. We posit
that training an AI-enabled system to provide instruction for
some tasks is a viable approach to reducing instructor work-
load while allowing them to interact with more students.
This could increase the number of students per pilot trainer,
improving the throughput of training pilots and therefore in-
crease the supply of trained pilots.

In recent human-in-the-loop research, AI agents use ad-
vice from humans in different forms to speed up learn-
ing (Bignold et al. 2021; Cui et al. 2021; Christiano et al.
2017; Da Silva* et al. 2020). Specifically, imitation learn-
ing allows an agent to learn to mimic a human’s behavior.
Further, AI has been used for airplane flying (Morales and
Sammut 2004; Sandström, Luotsinen, and Oskarsson 2022)
as well as inside intelligent tutoring systems for multiple
tasks ranging from student skill development (Georgila et al.
2019) to improving teaching strategies (Wang 2018). This
paper presents a system where an agent mimics a qualified
pilot and assists students in a pilot training program. Specif-
ically, we focus on the straight and level flight task as a
proof of concept. A trained agent identifies mistakes or sub-
optimal maneuvers of trainee pilots inside a flight simulator
and suggests corrective actions. To the best of our knowl-
edge, this is a first attempt to use an AI tutor to train human
pilots for flight.
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Figure 1: System Architecture

System Architecture
Our proposed intelligent tutoring system is shown in Fig-
ure 1. It includes four general components: (1) Task, (2)
Human expert, (3) AI teacher, and (4) Students. The task
is sampled from a curriculum of flying maneuvers useful for
learning to fly. Both the pilot and students perform tasks us-
ing the flight simulator X-Plane.1 We use the fundamental
flight maneuver “straight and level”2 as the target task. There
is a human expert (pilot) who is adept in the task and can
provide advice to train the AI teacher. After the AI teacher
is trained to mimic the human teacher, the AI teacher is used
to guide students by providing different types of feedback
based on their performance on the target task.

Modeling the Pilot: Agent Training
We trained a decision-making agent to learn from
pilot demonstrated trajectories. Experts demonstrated
the“straight and level task” inside the flight simulator for
12.5 minutes. They operate under visual flight rules, i.e,
clear weather to fly towards the target. The target direction is
changed between every trial demonstrated by the pilot to ac-
count for diversity in trajectory collection. The final dataset
consists of 25 trials of 30 seconds each with a randomized

1https://developer.x-plane.com/article/airport-data-apt-dat-file-
format-specification/

2Straight and level flight is a flight in which a constant head-
ing and altitude are maintained. It is an essential flight maneuver
used to form correct habits. All other flight maneuvers derive from
straight and level.
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goal between ±30 degrees from the starting heading.
After collecting demonstrations, we trained a behavior

cloning (BC) agent (Pomerleau 1988) to mimic the pilot’s
policy. It is the simplest imitation learning technique where
supervised learning is used to mimic the actions of an expert.
The BC loss is defined as

L(θ) =

N∑
i=1

||πθ(si)− πe(si)||2 (1)

where πθ(si) is the current policy, πe(si) is the expert pol-
icy, θ is the training model parameter, and N refers to the
number of state-action pairs in the training set. We used
stable baselines (Raffin et al. 2019) to train the agent from
demonstrations. The agent predicts the pitch and roll of the
aircraft yoke. We evaluate the agent by measuring the aver-
age heading error over 10 evaluation trials with randomized
heading as seen in Figure 2 and terminate when the error
stops improving.

Deploying the Teacher and Guiding Students
We deploy an agent when it makes similar decisions to the
expert in previously unseen trials. Mimicking an expert pi-
lot’s behavior is not enough to teach students. A teacher
should be able to detect students’ mistakes and provide feed-
back to correct them. Therefore, we: (1) Recorded students’
poorly performed flights. (2) Asked the pilots to prepare an-
notated critiques on errors made. (3) Identified two main
types of errors. (4) Used simple distance metrics to decide
whether the agent agreed or not with the student’s decisions.

The identified student errors are due to (1) Not keeping
altitude and airspeed constant and (2) Overshooting the tar-
get. To identify them, we compared how the agent and the
student controlled the pitch and roll.

Let pa(t), ra(t), ps(t), and rs(t) represent the pitch and
roll produced by the agent and the student at a given time t.
Then, for the first type of error:

|pa(t)− ps(t)| ≥ D1 (2)

where D1 ≥ 0 is a user-defined threshold. That is, the pitch
difference is larger than the user-defined threshold.

For the second type of error:

|ra(t)− rs(t)| ≥ D2 (3)

where D2 ≥ 0 is a user-defined threshold. That is, the roll
difference is larger than the user-defined threshold.

The agent uses Eqs. 2 and 3 to determine when to pro-
vide feedback. With respect to the type of feedback, this pa-
per presents an instance of informative tutoring, a type of
formative feedback that presents verification feedback, error
flagging, and strategic hints on how to proceed (Shute 2008).
Every time the user exceeds a threshold, the system displays
a black square containing two lines denoting the user and the
agent’s status (Figure 3). The position (x, y) of the middle
of each line corresponds to (ra(t), pa(t)) and (rs(t), ps(t))
respectively, and the slope represents the roll angle.

This visualization shows how far apart the correct trajec-
tory and position are. Instinctively, the student would aim to
overlap both lines. Confirming the effectiveness of this and
other types of feedback is part of future work.

Figure 2: Average training time error of the behavior cloning
teacher

Figure 3: Green and blue bars show visual tutor feedback

Conclusion and Future Work
We presented an intelligent tutoring framework to au-
tonomously train pilots inside a flight simulator using a sim-
ulated teacher. The teacher can provide different kinds of
visual feedback to help students correct their mistakes. As
future work, we will extend the simulated teacher to learn
other complicated flight maneuvers like climbing and turn-
ing. We also plan to replace the BC teacher with reinforce-
ment learning so that it can discover new policies not di-
rectly mentioned by the pilots. Lastly, we will study the im-
pact of various kinds of feedback on student learning.
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